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INTRODUCTION

The efficient planning and management of groundwater uses depends upon the degree of knowledge of the aquifer. One can reach a better comprehension of the groundwater system through the spatialization of some hydraulic parameters using deterministic and stochastic methods related to the geospatial interpolation. However, the quality of an interpolation varies directly with the knowledge of the sampled points and the interpolator used (Aronoff, 1989).
Interpolators are mathematical tools that assign relative values to a certain variable, building a new dataset, thus converting a range of known discrete data into a continuous one (Castro et al., 2010). Deterministic models (such as the Inverse Distance Weighting and the Radial Basis Function) are based on purely geometric criteria in which the distances are Euclidean, avoiding uncertain measures, while stochastic methods (such as kriging) provide values that are originated from random processes, and are able to quantify the uncertainty associated with the estimator (Yamamoto & Landim, 2013).

Several studies involving evaluation of the best interpolator have been carried out in different fields of science (Belladona & Vargas, 2017; Hernandez-Stefanoni & Ponce-Hernandez, 2006; Kisaka et al., 2016; Mendes & Ribeiro, 2010; Meng et al., 2013; Özdamar et al., 1999; Razack & Lasm, 2005; Saqid et al., 2013; Saraiva et al., 2017; Tadić et al., 2015; Vargas et al., 2018). In hydrogeology, nonetheless, the evaluation of interpolators is not common and no more than a handful of studies was found in the literature.

Delbari (2014) compared different interpolators for predicting the water level of an unconfined sedimentary aquifer (Iran), while Yao et al. (2014) estimated the decline in the water table level in the Wuwei Oasis sedimentary aquifer (China), and both studies found that stochastic methods provide more accurate estimates than deterministic models. Adhikary & Dash (2017) analyzed the groundwater level variation in fractured and sedimentary aquifers in India, before and after the monsoon season, using different interpolator models. Their research found that the Radial Basis Function method performed better than Ordinary kriging for predicting water levels.

Different interpolators were also used to estimate the geospatial distribution of aquifer transmissivity. Muñoz-Pardo & García (1989) compared kriging combined with linear regression and Cokriging methods to determine the best interpolator for transmissivity data of a sedimentary aquifer in Santiago Valley, Chile. Their study identified the first method as the best estimator. Another study regarding interpolating transmissivity values was conducted by Al-Murad et al. (2018), in Kuwait, where Ordinary kriging was defined as the most appropriate to estimate the spatial distribution of transmissivity in sedimentary and karstic aquifers studied.

In Brazil, for instance, mathematical interpolation has helped quantifying aquifer vulnerability (Gomes et al., 2021), groundwater modelling boundary conditions (Silva et al., 2013) and establishing the potentiometric surface (Nobre et al., 2009; Borges et al., 2017; Vargas et al., 2018), but no comparison amongst the interpolators or uncertainty check has been performed in fractured aquifer, only in sedimentary aquifer (Hernandez et al., 2020).

Despite these few studies, a more rigorous consistency testing is still needed in the study of the hydrogeology of fractured aquifers, especially of volcanic rock. A lack in the literature for the interpolation of the fracture flow zones and the specific capacity was also observed.

In order to address these knowledge gaps, this study made use of geostatistics based upon deterministic and stochastic methodologies approaches in the Serra Geral Fractured Aquifer System. This research aims to determine whether geospatial mathematical models are applicable to the analysis of the Fracture Flow Zones and the Specific Capacity parameters. As a second objective, it checks if such models suit the following hydrogeological parameters: Potentiometric Surface, Static Level, Discharge and Transmissivity. Finally, to test the interpolators’ consistency, this study use nine consistency analysis methods: Cross validation (Root mean square error), Nash-Sutcliffe, Pearson correlation coefficient, Coefficient of determination, Confidence or performance index, Concordance index, Mean bias, Mean absolute error and DPIELKE.

MATERIAL AND METHODS

Study Area

In the southern Brazil, more especially in Rio Grande do Sul State, the climate is classified, based on Köppen’s, as Subtropical (Cfa) and Temperate (CfB). During the summer temperature can reach 37°C, while in the winter it can drop to -2°C (Becker et al., 2020). This study evaluated an area in the Rio Grande do Sul state, within the Guaíba Hydrographic Region. The area is situated within the Caxias do Sul Metropolitan Region (CSMR) covering, depending on the hydrogeological parameter investigated, a range between 2,148 and 11,251 km² (Figure 1). The region is very humid, with an average annual
temperature between 14°C and 17.2°C (Rossato, 2011) and the rainfall ranges from 1,750 to 2,400 mm·year⁻¹ (Belladona & Vargas, 2017). According to Köppen’s climate classification, the area of study is classified as Temperate (Cfb) (Pidwirny, 2006). The municipality of Caxias do Sul sits on the Planalto das Araucárias Geomorphologic Region (IBGE, 1986), where the topography varies between 30 and 1,000 m above mean sea level (Belladona & Vargas, 2017).

Figure 1 - Location of study area. Hydrogeological setting and water wells set of the assessed areas is also shown.

Geological Background

The south of Brazil presents a diversified geology, comprising geological eras from the Neoarchean to the recent Cenozoic. The investigated site is within the intracratonic basin of Paraná Province that holds the São Bento Group. This group is composed of Guará, Botucatu and Serra Geral Formations, originating from continental environments and volcanic eruptives related to the opening of the South Atlantic. Serra Geral Formation in Brazil is mostly composed of tholeiitic basalts with minor rhyolites and rhyodacites in the upper portion (Melfi et al., 1988).

In southern Brazil, Serra Geral Formation lithologies constitute the volcanic package that are represented by basalts (Gramado Facies), at the base of the sequence, while in the upper portion, rhyodacites, rhyolites, and dacites from the Palmas and Chapecó Facies are identified (Roisenberg & Viero, 2000) and vitrophyres from the Várzea do Cedro Facies (CPRM, 2011). Roisenberg & Viero (2000), through lithostatigraphic profiles (E-W e N-S), demonstrated that the basic and acidic volcanic packages are found in higher elevations in the eastern and northern regions and in lower altitudes in the western and southern areas. Such tendency of altitude reduction of the volcanic package is confirmed by the Paraná basin geomorphology, in the Planalto das Araucárias geomorphological class, situated in the south of Brazil. Planalto das Araucárias has a predominant east to west/southwest deep direction (Almeida, 1956) and in the area of study it is south/southwest (Lisboa et al., 2003). In the Caxias do Sul municipality region, there is a predominance of acidic volcanic flow outcrops of the Serra Geral Formation, while, in a subordinate form, basalt exposures and the Botucatu Formation are observed (Vargas et al., 2013).

The NE-SW lineaments are predominant in the study area, with the NW-SE and E-W lineaments being less expressive (Betiollo, 2006). The geological fault that crosses the city limits (Caxias Fault) has a general direction of N30E, an approximate length of 70 km and a slip of about 100 m between the lowered western block to the uplifted eastern one (Lisboa et al., 2003). The structural geology of the Caxias Fault is related to the geological model of the Dorsal de Canguçu Fault System (DCFS). The DCFS is formed by strike slip faults NE-SW (Figure 1). It is one of the dominant fault systems in the Escudo Sul-riograndense geotectonics region (Picada, 1971).
Hydrogeological Background

In a regional scale, SGAS covers the southeast and south portions of Brazil, belonging to the Paraná Basin geology and covering an area of approximately 917,000 km², with a volume of more than 600,000 km³ (Frank et al., 2009; Fernandes et al., 2016). Fernandes et al. (2016) explain that the contact zones of the different volcanic flows are the main paths to water flow, emphasizing that in the basaltic rocks of the Serra Geral Formation the sub-horizontal fractures with the longest extents are the ones with higher water transmissivity. Therefore, the lithostratigraphy of the volcanic packages influences the horizontal groundwater direction that flows among the contacts and the vesicular and amygdaloid zones (Reginato, 2003).

CPRM (2019) classifies the fractured aquifer of the Serra Geral Formation in the area of study as the Serra Geral II Aquifer System (SGAS II), Figure 1. Machado & Freitas (2005) note that the SGAS II characterizes the hydrogeology of the region, where volcanic rocks of acidic to intermediate composition are predominant. The specific capacity is in general lower than 0.5 m³·h⁻¹·m⁻¹, nonetheless, in intense fractured regions or at sites where sandstone occurs at the base of the system, this value can be as high as 2 m³·h⁻¹·m⁻¹ (CPRM, 2019).

In the northeast region of Rio Grande do Sul, where SASG II is found, Reginato & Strieder (2006) identified a predominance of water wells with discharge rates above 20 m³·h⁻¹ in the N10-14S, N20-30E, N40-50E, N30-40W, N50-60W, and N80-90W lineament directions. Throughout the Caxias do Sul Metropolitan Region, water wells in the SGAS II present discharge rates 71% below 10 m³·h⁻¹, 18% between 10 and 20 m³·h⁻¹ and 11% above 20 m³·h⁻¹; static water level depths varied from 0 to 10 m for 36% of observed water wells, while 25% is between 10 and 20 m, and 39% greater than 20 m (Vargas et al., 2018).

Hydrogeology dataset

The technical terminology used in this study is as follows: Potentiometric Surface, Static Level, Discharge, Transmissivity and Specific Capacity, following the hydrogeological glossary of the Brazilian Geological Service (CPRM, 2020). CPRM (2020) explains that the Potentiometric Surface is the mechanical energy level of the water in a water well. In the Serra Geral Fractured Aquifer System, such a surface show a similar behavior to the piezometric surface observed in confined aquifers (De Vargas et al., 2021).

The Static Level represents the water level in a water well, which is not necessarily the water table. 1st Fracture Flow Zone and 2nd Fracture Flow Zone parameters represent the first and the second fractures that allow water flow into the studied water wells. Potentiometric Surface, Static Level, 1st Fracture Flow Zone and 2nd Fracture Flow Zone parameters have altimetric elevation in relation to mean sea level, while Static Level is measured in relation to ground surface. Potentiometric Surface, Static Level, 1st Fracture Flow Zone and 2nd Fracture Flow Zone, Discharge, Transmissivity and Specific Capacity datasets come from water wells (Figure 1) selected from the Public Water and Wastewater Service (SAMAE) of the city of Caxias do Sul and from the Groundwater Information System (SIAGAS) of the Brazilian Geological Service (CPRM, 2018).

The selected water wells were those that fulfilled the requirements of design, construction and hydrodynamic testing established by the Brazilian technical standards (ABNT, 2006a, b) and that extracts water from the fractured rock. Table 1 shows the number of water wells used and their density per square kilometer for the study area.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Nº of water wells</th>
<th>Total area (km²)</th>
<th>Water well·km⁻²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Potentiometric Surface</td>
<td>884</td>
<td>11,251</td>
<td>0.08</td>
</tr>
<tr>
<td>Static Level</td>
<td>884</td>
<td>11,251</td>
<td>0.08</td>
</tr>
<tr>
<td>1st Fracture Flow Zone</td>
<td>269</td>
<td>6,309</td>
<td>0.04</td>
</tr>
<tr>
<td>2nd Fracture Flow Zone</td>
<td>147</td>
<td>2,148</td>
<td>0.07</td>
</tr>
<tr>
<td>Discharge</td>
<td>926</td>
<td>11,251</td>
<td>0.08</td>
</tr>
<tr>
<td>Transmissivity</td>
<td>127</td>
<td>3,317</td>
<td>0.04</td>
</tr>
<tr>
<td>Specific Capacity</td>
<td>552</td>
<td>10,989</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Interpolator Methods

The interpolators used in this study were the Inverse Distance Weighting (IDW), the Radial Basis Function completely regularized spline type (RBF-R) and the spline with tension type (RBF-T), Ordinary kriging (OK), Lognormal
kriging (LK) and Cokriging (CK). Interpolators were handled in ESRI's ArcGIS 10.4.1 software and used minimum and maximum numbers of neighbors equal to 2 and 5, respectively.

The IDW method predicts the value for an unsampled point using the values sampled around it (Jakob & Young, 2006). It gives weight to data points such that their influence on prediction is reduced as distance from the point increases (Landim, 2000). Mathematically, it can be described by considering Z as the interpolated value, \( Z_i \) is the \( i \)th data value, \( h_{ij} \) denotes the separation distance between interpolated value and the sample data value, and \( \beta \) denotes the weighting power while \( n \) represents the total number of sample data values (Equation 1):

\[
Z = \frac{\sum_{i=1}^{n} Z_i h_{ij}^{-\beta}}{\sum_{i=1}^{n} h_{ij}^{-\beta}}
\]  

(1)

The RBF-R and RBF-T methods use polynomials to fit a surface with the minimum curvature passing through all samples, resulting in a smoothed surface (Landim, 2000). These methods represent a real function where the value depends on the distance from the origin (Adhikary & Dash, 2017) and derivation calculations are performed until a tolerance between the sampled and estimated values, or a maximum number of interactions, is reached (Landim, 2000). The RBF-R and RBF-T methods can be demonstrated by \( \Phi (X) = \Phi (||X||) \) and the norm is usually Euclidean distance, although other distance functions are also possible (Adhikary & Dash, 2017).

Kriging is a geostatistical method that takes into account the spatial characteristics of the autocorrelation of the regionalized variables, in which there must be spatial continuity, allowing the data obtained by sampling to be used to parameterize the estimation of points where there is no information (Landim, 2000). It is an exact interpolator that takes into account all observed values, with the best-known algorithm being OK. Mathematically, it can be described by considering \( \hat{Z}(x_0) \) as the kriging estimate at location \( x_0 \), \( Z(x_i) \) is the sampled value at \( x_i \) and \( \lambda_i \) is the weighing factor associated with \( Z(x_i) \) (Equation 2):

\[
\hat{Z}(x_0) = \sum_{i=1}^{n} \lambda_i Z(x_i)
\]  

(2)

On the other hand, LK is best applied for interpolating data that present a positive skewness histogram, thus ensuring that the distribution of the transformed values is normal (Yamamoto & Landim, 2013). In this research, the natural logarithmic transformation was performed whenever data presented a positive skewness histogram.

CK is a multivariate extension of the kriging method that uses two or more variables to improve the estimative of the primary variable. CK can only be considered relevant when the primary variable has a considerably reduced number of cases in relation to the secondary variable (Yamamoto & Landim, 2013).

**Consistency analysis methods**

Interpolation methods were evaluated by Cross Validation with the leave-one-out technique, which allowed analyzing the efficiency estimation of interpolated models using the Nash-Sutcliffe efficiency (NSE), Pearson correlation coefficient (\( r \)), Coefficient of determination (\( r^2 \)), Confidence or performance index (\( c \)), Concordance index (\( d \)), Mean bias (MB), Mean absolute error (MAE), Root mean square error (RMSE) and Dpieke methodologies. The leave-one-out cross validation method is explained in more detail in Syed (2011). Further reading on the consistency methodology equations can be found in the following citations: Pearson's Correlation coefficient can be determined as \( r = \) Strong (0.7 to 1), Moderate (0.4 to 0.6) and Weak (0.1 to 0.3), being the equation defined in Dancey & Reidy (2006). The \( c \) proposed by Camargo & Sentelhas (1996) was established as Great (\( c > 0.85 \)), Very Good (0.76 ≤ \( c \) ≤ 0.85), Good (0.66 ≤ \( c \) ≤ 0.75), Median (0.61 ≤ \( c \) ≤ 0.65), Regular (0.51 ≤ \( c \) ≤ 0.60), Bad (0.41 ≤ \( c \) ≤ 0.50) and Poor (\( c \le 0.40 \)). This latter index can be obtained by multiplying \( r \) and \( d \). The Concordance index is classified within the limits 0 ≤ \( d \) ≤ 1, being 0 concordance absence and 1 perfect concordance (Willmot, 1982). Another relevant factor is \( r^2 \), which is an indicator of the degree to which the regression explains the sum of total square (Gardiman Junior et al., 2012), ranging from 0 to 1, and the closer to 1, the better the model (Saraiva et al., 2017).

Alternatively, the NSE method relates the difference between simulated values and observed values, showing a variation in four ranges: Very Good for 0.75 < Nash ≤ 1; Good for 0.65 < Nash ≤ 0.75; Satisfactory for 0.5 < Nash ≤ 0.65; and Unsatisfactory for values equal to or less than 0.5 (Moriasi et al., 2007).
The MB analysis indicates the model tendency to overestimate or underestimate the predicted value in relation to what was observed, while the MAE method can be considered accurate and robust for use in numerical models (Hallak & Pereira Filho, 2011). The lower the MAE value, the closer the estimated value will be to the observed one. Another methodology applied to quantify accuracy is RMSE, which shows a similar rationality to Mean Square Error. However, Hallak & Pereira Filho, (2011) show that the RMSE presents error values in the same dimensions of the analyzed variable which is an advantage. According to Al-Murad et al. (2018), the RMSE must be less than 10% of the range (between the minimum and maximum) of the observed parameter value, e.g. Potentiometric Surface. An additional index (DPIELKE), proposed by Pielke (2002), can evaluate the numerical model dexterity regarding simulation quality. It is observed that: a) dexterity can be demonstrated when DPIELKE < 2; b) in a set of several simulations of the same case, the smallest DPIELKE is the best simulation; c) a perfect simulation is considered when DPIELKE = 0 (Hallak & Pereira Filho, 2011).

In order to aid the reader, Figure 2 depicts a detailed flowchart of the framework used in this study.

![Flowchart summarizing the methodology adopted in this study.](image)

**RESULTS AND DISCUSSION**

**Statistical analysis**

The descriptive statistical analysis shows high standard deviation (σ) values for Potentiometric Surface, Static Level, 1st Fracture Flow Zone and 2nd Fracture Flow Zone, explained by the wide range between their minimum and maximum values.

For instance, the Potentiometric Surface varies from 6.1 to 1,001.5 meters (Table 2). In addition, the high values identified for Discharge, Transmissivity and Specific Capacity also shows a wide range between the minimum and maximum values (Table 2). This behavior is typical of fractured aquifer systems, which do not present constant hydrodynamic parameters due to strong heterogeneity and anisotropy (Reginato, 2003; Reginato & Strieder, 2006; Fiume et al., 2020). All parameters evaluated revealed histograms with leptokurtic kurtosis. In addition, Static Level, Discharge, Transmissivity and Specific Capacity showed positive skewness. When inappropriate to use positive skewness variables in kriging, the logarithmic transformation (Yamamoto & Landim, 2013) was applied to obtain a normal distribution or a negative skewness (Table 2).
Table 2. Statistical description and skewness values observed in Potentiometric Surface, Static Level, 1st Fracture Flow Zone, 2nd Fracture Flow Zone, Discharge, Transmissivity and Specific Capacity, and skewness and kurtosis values after logarithmic transformation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>SD</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>Logarithmic transformation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Potentiometric Surface (m)</td>
<td>6.10</td>
<td>1,001.5</td>
<td>651.7</td>
<td>185.7</td>
<td>-1.89</td>
<td>6.68</td>
<td>NTR</td>
</tr>
<tr>
<td>Static Level (m)</td>
<td>0.05</td>
<td>162.1</td>
<td>23.6</td>
<td>25.2</td>
<td>1.98</td>
<td>7.67</td>
<td>-0.694</td>
</tr>
<tr>
<td>1st Fracture Flow Zone (m)</td>
<td>10.0</td>
<td>860.0</td>
<td>657.0</td>
<td>113.1</td>
<td>-2.07</td>
<td>11.59</td>
<td>NTR</td>
</tr>
<tr>
<td>2nd Fracture Flow Zone (m)</td>
<td>64.0</td>
<td>826.7</td>
<td>624.6</td>
<td>101.3</td>
<td>-1.77</td>
<td>9.83</td>
<td>NTR</td>
</tr>
<tr>
<td>Discharge (m³h⁻¹)</td>
<td>0.10</td>
<td>67.1</td>
<td>8.7</td>
<td>9.3</td>
<td>2.50</td>
<td>10.84</td>
<td>-0.357</td>
</tr>
<tr>
<td>Transmissivity (m²h⁻¹)</td>
<td>0.001</td>
<td>47.6</td>
<td>2.24</td>
<td>6.12</td>
<td>4.90</td>
<td>30.61</td>
<td>-0.029</td>
</tr>
<tr>
<td>Specific Capacity (m³h⁻¹·m⁻¹)</td>
<td>0.001</td>
<td>14.4</td>
<td>0.88</td>
<td>1.76</td>
<td>4.11</td>
<td>23.48</td>
<td>-0.209</td>
</tr>
</tbody>
</table>

NTR: No Transformation Required

The spatial dependence or randomness of the observed parameters was analyzed through the ratio between the nugget and sill, which can be classified according to Liu et al. (2006) and Guerra (1988), Table 3. The semivariograms developed through the OK and the LK methods established low nugget and sill values for all variables analyzed in the study area (Table 4).

Table 3 - Classification based on the nugget-sill ratio.

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Strong: D ≤ 0.25</td>
<td>Small: E &lt; 0.15</td>
</tr>
<tr>
<td>Moderate: 0.25 ≤ D ≤ 0.75</td>
<td>Significant: 0.15 ≤ E ≤ 0.30</td>
</tr>
<tr>
<td>Weak: D &gt; 0.75</td>
<td>Very significant: E &gt; 0.30</td>
</tr>
</tbody>
</table>

Table 4 - Values obtained in semivariograms and ratio between nugget and sill to classification of spatial dependence or randomness.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Potentiometric Surface</td>
<td>0.07</td>
<td>0.51</td>
<td>2.98</td>
<td>0.14</td>
<td>Strong</td>
<td>Strong</td>
<td>Small</td>
</tr>
<tr>
<td>Static Level</td>
<td>1.08</td>
<td>1.68</td>
<td>2.02</td>
<td>0.64</td>
<td>Moderate</td>
<td>Moderate</td>
<td>Significant</td>
</tr>
<tr>
<td>1st Fracture Flow Zone</td>
<td>0.17</td>
<td>2.02</td>
<td>2.41</td>
<td>0.08</td>
<td>Strong</td>
<td>Strong</td>
<td>Small</td>
</tr>
<tr>
<td>2nd Fracture Flow Zone</td>
<td>0.07</td>
<td>1.30</td>
<td>1.91</td>
<td>0.06</td>
<td>Strong</td>
<td>Strong</td>
<td>Small</td>
</tr>
<tr>
<td>Discharge</td>
<td>0.19</td>
<td>1.02</td>
<td>5.99</td>
<td>0.18</td>
<td>Strong</td>
<td>Strong</td>
<td>Significant</td>
</tr>
<tr>
<td>Transmissivity</td>
<td>0.34</td>
<td>0.58</td>
<td>4.92</td>
<td>0.59</td>
<td>Moderate</td>
<td>Moderate</td>
<td>Very significant</td>
</tr>
<tr>
<td>Specific Capacity</td>
<td>0.00</td>
<td>0.25</td>
<td>2.53</td>
<td>0.00</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
</tr>
</tbody>
</table>

NC: No Classified

Applying the method specified by Liu et al. (2006), strong spatial dependence was found in all parameters evaluated except for Static Level and Transmissivity that showed a moderate dependence level. However, the method proposed by Guerra (1988) points out a significant degree of randomness to Discharge, a very significant degree of randomness to Static Level and Transmissivity and a small degree of randomness to Potentiometric Surface, 1st Fracture Flow Zone and 2nd Fracture Flow Zone (Table 4).

In both applied methodologies, Potentiometric Surface, 1st Fracture Flow Zone and 2nd Fracture Flow Zone showed strong spatial dependence (small degree of randomness), while a less influence of spatial dependence was observed in Discharge and Transmissivity. This low spatial dependence is related to the heterogeneity and anisotropy of the SGAS II. Conversely, Static Level showed a high degree of randomness, while Specific Capacity could not be evaluated due to the nugget value (0.00), Table 4. The high randomness attributed to the Static Level is probably due to the ground surface oscillation in relation to the Static Level of the water well in the local scale, while the strong spatial dependence on Potentiometric Surface, 1st Fracture Flow Zone and 2nd Fracture Flow Zone is linked to the regional lithostratigraphic and geomorphological behavior described by Almeida (1956), Roisenberg & Viero (2000), Lisboa et al. (2003) and Reginato (2003).
Interpolated hydrogeological parameter analysis

The efficiency of the interpolators was tested and compared for all hydrogeological parameters listed in this study.

**Potentiometric Surface, 1st and 2nd Fracture Flow Zones**

Potentiometric Surface showed $r$, $c$ and NSE with maximum and identical values (Strong, Great and Very Good) in all interpolators, whereas the $d$, $r^2$, MAE and RMSE exposed more favorable values to the IDW method (Table 5). In this case, it was possible to observe the best $d$ (0.981) and the smallest RMSE (50.00). The remainder RMSE values are within the 10% limit value (99.5 m) identified between the minimum and maximum. The IDW method also showed greater dexterity with $D_{PIELKE}$ close to 2 (2.009), thus confirming the best interpolation performance. The favorability order of this parameter was identified as IDW > OK > RBF-T > RBF-R.

The 2nd Fracture Flow Zone parameter also revealed the IDW ($d = 0.885$; RMSE = 63.81) as the best interpolator method. The remainder RMSE values are within the 10% limit value (76.3 m) identified between the minimum and maximum. The interpolators were classified by $r$ as Strong, by $c$ as Good to Median, and by NSE as Satisfactory (Table 5). However, the $D_{PIELKE}$ index showed dexterity values above 2. For 2nd Fracture Flow Zone, the interpolators favorability order was IDW > OK > RBF-T > RBF-R. Therefore, similar to 1st Fracture Flow Zone, this parameter showed satisfactory results for validating the applied geospatial mathematical models. The performance order of the interpolators was very similar to that observed in 1st Fracture Flow Zone and Potentiometric Surface.

Regarding the $MB$ for Potentiometric Surface, 1st Fracture Flow Zone and 2nd Fracture Flow Zone, it can be observed that all interpolators tested showed positive $MB$, some of which were close to zero which reflects overestimated estimates of the generated models.

For Potentiometric Surface, 1st Fracture Flow Zone and 2nd Fracture Flow Zone the IDW deterministic method proved to be more appro-

---

**Table 5 - Consistency index values for Potentiometric Surface, 1st Fracture Flow Zone and 2nd Fracture Flow Zone using IDW, RBF-R, RBF-T, OK and CK interpolators.**

<table>
<thead>
<tr>
<th>Index</th>
<th>$r$</th>
<th>$d$</th>
<th>$r^2$</th>
<th>$c$</th>
<th>NSE</th>
<th>MB</th>
<th>MAE</th>
<th>RMSE</th>
<th>$D_{PIELKE}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Potentiometric Surface</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IDW</td>
<td>0.96</td>
<td>0.981</td>
<td>0.928</td>
<td>0.94</td>
<td>0.93</td>
<td>2.32</td>
<td>30.29</td>
<td>50.00</td>
<td>2.009</td>
</tr>
<tr>
<td>RBF-R</td>
<td>0.96</td>
<td>0.976</td>
<td>0.914</td>
<td>0.93</td>
<td>0.91</td>
<td>0.14</td>
<td>33.95</td>
<td>54.66</td>
<td>2.033</td>
</tr>
<tr>
<td>RBF-T</td>
<td>0.96</td>
<td>0.978</td>
<td>0.918</td>
<td>0.94</td>
<td>0.92</td>
<td>1.48</td>
<td>33.06</td>
<td>53.14</td>
<td>2.024</td>
</tr>
<tr>
<td>OK</td>
<td>0.96</td>
<td>0.979</td>
<td>0.922</td>
<td>0.94</td>
<td>0.92</td>
<td>0.43</td>
<td>32.65</td>
<td>51.99</td>
<td>2.016</td>
</tr>
<tr>
<td>1st Fracture Flow Zone</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IDW</td>
<td>0.83</td>
<td>0.894</td>
<td>0.686</td>
<td>0.74</td>
<td>0.68</td>
<td>4.30</td>
<td>42.05</td>
<td>63.59</td>
<td>2.209</td>
</tr>
<tr>
<td>RBF-R</td>
<td>0.82</td>
<td>0.888</td>
<td>0.674</td>
<td>0.73</td>
<td>0.67</td>
<td>1.75</td>
<td>43.40</td>
<td>64.71</td>
<td>2.222</td>
</tr>
<tr>
<td>RBF-T</td>
<td>0.83</td>
<td>0.896</td>
<td>0.681</td>
<td>0.74</td>
<td>0.68</td>
<td>2.70</td>
<td>44.08</td>
<td>63.84</td>
<td>2.207</td>
</tr>
<tr>
<td>OK</td>
<td>0.81</td>
<td>0.891</td>
<td>0.664</td>
<td>0.73</td>
<td>0.66</td>
<td>0.05</td>
<td>43.18</td>
<td>65.43</td>
<td>2.224</td>
</tr>
<tr>
<td>CK</td>
<td>0.82</td>
<td>0.892</td>
<td>0.665</td>
<td>0.73</td>
<td>0.66</td>
<td>0.02</td>
<td>43.17</td>
<td>65.37</td>
<td>2.223</td>
</tr>
<tr>
<td>2nd Fracture Flow Zone</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IDW</td>
<td>0.78</td>
<td>0.858</td>
<td>0.602</td>
<td>0.67</td>
<td>0.60</td>
<td>3.28</td>
<td>38.45</td>
<td>63.81</td>
<td>2.247</td>
</tr>
<tr>
<td>RBF-R</td>
<td>0.76</td>
<td>0.841</td>
<td>0.581</td>
<td>0.64</td>
<td>0.58</td>
<td>0.85</td>
<td>39.38</td>
<td>65.55</td>
<td>2.274</td>
</tr>
<tr>
<td>RBF-T</td>
<td>0.77</td>
<td>0.848</td>
<td>0.587</td>
<td>0.65</td>
<td>0.59</td>
<td>1.03</td>
<td>38.96</td>
<td>65.01</td>
<td>2.259</td>
</tr>
<tr>
<td>OK</td>
<td>0.77</td>
<td>0.862</td>
<td>0.600</td>
<td>0.67</td>
<td>0.60</td>
<td>0.69</td>
<td>41.77</td>
<td>63.89</td>
<td>2.260</td>
</tr>
</tbody>
</table>
Landim (2000) asserts that IDW shows an efficient performance to obtain digital terrain models, presenting a good relationship with the topography. These singularities contribute to the understanding of performance results, since in the study area there are areas with deep valleys with cliffs. This interpretation is supported by the classification of a high spatial dependence and by a reduction in altimetry towards the south, southwest and west on Potentiometric Surface, 1st Fracture Flow Zone (Figure 3) and 2nd Fracture Flow Zone, similar to the tendency observed in the geomorphology and lithostratigraphy of volcanic flows in the region (Almeida, 1956; Roisenberg & Viero, 2000; Lisboa et al., 2003; Reginato, 2003). Therefore, the geological characteristics of the area must be given the due importance in order to assess an appropriate interpolator.

**Figure 3** - IDW geospacial model. (a) Potentiometric Surface and (b) 1st Fracture Flow Zone.

### Static Level, Discharge, Transmissivity and Specific Capacity

Static Level demonstrated $r$, $r^2$, $c$ and $NSE$ with low values in all tested interpolators. Although Static Level showed apparently low RMSEs, this index exceeded the limit of 10% (16.2 m) between the minimum and maximum values. In addition, $d$ reached intermediate values and $DPIELKE$ showed dexterity values considerably above 2, thus demonstrating low efficiency in all interpolation methods applied (Table 6). Therefore, the RBF-T interpolator was chosen to represent the low efficiency identified in the geospatial mathematical modeling (Figure 4a - measured vs predicted correlation graph).

All interpolators presented low efficiency values ($r$, $d$, $r^2$, $c$ and $NSE$) for Discharge, being classified by $r$ from Moderate to Weak, by $c$ as Poor and by $NSE$ as Unsatisfactory. In addition, they showed $DPIELKE$ values above 2 and RMSE values above 10% (6.7 m$^2$·h$^{-1}$) of the range between the minimum and maximum values. Considering the indexes $r$, $d$, $r^2$, $c$, $NSE$, $DPIELKE$ and RMSE, all interpolation methods can be classified as inconsistent (Table 6). To represent the inconsistencies observed in the geospatial mathematical models obtained for Discharge. It is possible to view the correlation graph produced by LK in the Figure 4b.

Transmissivity and Specific Capacity showed inconsistency values in the $r$, $d$, $r^2$, $c$, $NSE$, $DPIELKE$ and RMSE indexes, similar to what was observed for Discharge. Both Transmissivity and Specific Capacity were classified by $r$ as Weak, by $c$ as Poor and by $NSE$ as Unsatisfactory (Table 6). $DPIELKE$ showed values higher than 2, while RMSE showed quantitative above 10% (Transmissivity: 4.76 m$^2$·h$^{-1}$ and Specific Capacity: 1.44 m$^3$·h$^{-1}$·m$^{-1}$) of the range between the minimum and maximum value. Based on these results, all interpolators tested for Transmissivity and Specific Capacity are inadequate. The low efficiency identified in the geospatial modeling, by the consistency indices, performed for the
Specific Capacity is corroborated by the low correlation of the data in the predicted vs. measured correlation graph. The RBF-R interpolator correlation plot (Figure 4c) was selected to graphically represent the low correlation observed in all interpolations.

The CK method was applied to Transmissivity (127 water wells) with the aid of Specific Capacity (552 water wells), in search for an improvement of Transmissivity results. However, the results obtained for $c$ and $NSE$ were not significantly improved from those obtained previously for Transmissivity, but $r$ changed from Weak to Moderate, $d$ and $r^2$ increased considerably which $DPIELKE$ decreased (Table 6). Nevertheless, $RMSE$ remained above 10% (4.76 m$^2$·h$^{-1}$). Notwithstanding, the interpolations using CK continued with a high degree of inconsistency, although they showed better results than other interpolators did. The graph showing the low correlation between predicted vs. measured data for CK is shown in figure 4d.

![Figure 4 - Correlation graphs of measured vs. predicted values to (a) Static Level, (b) Discharge, (c) Specific Capacity and (d) Transmissivity.](image)

The Static Level showed negative $MB$ (underestimated model) and close to zero for the evaluated interpolators, except for the LK interpolator. Regarding the $MB$ for Discharge, Specific Capacity and Transmissivity the interpolators tested for Discharge showed positive $MB$, indicating overestimated modeling. RBF interpolators for Specific Capacity showed equal to zero and close to zero $MB$. On the other hand, Transmissivity showed negative $MB$ (underestimated model) and close to zero for deterministic interpolators, while the stochastic interpolators resulted in an overestimated model (Table 6).

The modeling performed for Static Level, Discharge, Transmissivity and Specific Capacity did not define which geospatial interpolator was most adequate, although some interpolators were presented with subtly higher efficiency indexes than others.

This lack of definition occurred due to the low values of efficiency indexes, leading to high estimate inconsistency. The lack of data consistency is probably associated with poor homogeneity and strong anisotropy of the environment. The anisotropy of the studied aquifer was verified by the low spatial dependence presented by Static Level, Discharge, Transmissivity and Specific Capacity, and by the great variability of the Transmissivity and Specific Capacity values. However, the CK interpolator showed an improvement in the efficiency indexes in relation to other interpolators used for Transmissivity. Thus, CK presents a better performance trend in a heterogeneous and anisotropic environment of the fractured aquifer, considering a regional extension.
The inconsistencies of geospatial mathematical models observed for Discharge, Transmissivity and Specific Capacity are associated with the heterogeneity and anisotropy of SGAS II. Reginato (2003), studied the Transmissivity and Specific Capacity of 11 regions in SGAS II, and determined the minimum and maximum values between the means obtained in these regions (Transmissivity: from 0.133 to 1.458 m²·h⁻¹; Specific Capacity: from 0.106 to 1.166 m³·h⁻¹·m⁻¹), demonstrating that this variability is related to the strong anisotropy of the aquifer systems. In the study area, a large variability in Transmissivity (from 0.001 to 47.6 m²·h⁻¹) and Specific Capacity (from 0.001 to 14.4 m³·h⁻¹·m⁻¹) was also observed, thus proving the strong anisotropy in SGAS II. Therefore, the anisotropy of SGAS II influenced the results of the consistency of the evaluated geospatial mathematical models.

**CONCLUSION**

Most studies involving hydrogeological parameter interpolation indicate kriging as the most appropriate, though this current research found the best approach to be unique for most evaluated hydrogeological parameters in the fractured aquifer of volcanic rock. In the area of study, the parameters that presented a strong spatial dependence which were closely related to the geomorphology and to the lithostatigraphy were best estimated by deterministic rather than stochastic interpolators.

Although the favorability order of the interpolators is different among most of the parameters, the consistency indexes in most cases showed very similar values between deterministic and stochastic models. The performance of the interpolators is linked to the geological and geomorphological complexity of the studied environment site and to the availability of the model input data, as well as to the sampling site distribution and to the model calibration. Therefore, in research on volcanic fractured aquifers that uses geospatial Mathematical models as a basis, it is recommended to perform data consistency checks to different interpolator methods, e.g. aquifer vulnerability analysis applying map algebra or groundwater flow direction determination, that are used in groundwater resource planning and management.

The choice of the most appropriate interpolator has a direct influence on the quality of the final map. In the case of this research, the applied geospatial mathematical models are not adequate to represent the Static Level, the Discharge, the Transmissivity and the Specific Capacity of the fractured aquifer considered. On the other hand, the models used to interpolate Potentiometric Surface, 1st Fracture Flow Zone and 2nd Fracture Flow Zone were considered appropriate to represent the aquifer. This contrast reveals that it is necessary to carry out a consistency analysis of...
the interpolators, using different indexes. Static Level interpolations are commonly used in map algebra for aquifer vulnerability classification, while Potentiometric Surface interpolations are applied in determining the groundwater flow direction. Therefore, in volcanic fractured aquifer systems, the Static Level interpolation can represent a significant increase in uncertainties in the definition of aquifer vulnerability, while the interpolation of Potentiometric Surface provides a more reliable result.

This research shows that deterministic geospatial models have fewer uncertainties in the interpolation of hydrogeological parameters that have a strong spatial dependence. On the other hand, the CK stochastic interpolator proved to be an interesting option to manipulate parameter data-sets with a high degree of randomness, such as those representing in heterogeneous and anisotropic environments, despite not having obtained adequate indexes. Therefore, this discovery contributes significantly to the field of geostatistics, especially for the production of hydrogeological maps in fractured aquifers of volcanic rock. In addition, this study contributes to hydrogeological science by presenting an innovative comparison and an efficiency testing of a set of parameters (Potentiometric Surface, 1st Fracture Flow Zone, 2nd Fracture Flow Zone, Static Level, Discharge, Transmissivity and Specific Capacity) in a fractured volcanic aquifer system, using different interpolation methods and consistency indexes.
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